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Abstract—Many operators run more than one routing instance— 

more than one routing protocol, or more than one instance of a given 

routing protocol—in their networks. Route election and route 

redistribution are mechanisms introduced by router vendors to 

interconnect routing instances. We show that these mechanisms do not 

heed basic performance goals. Especially, we show that, in general, they 

do not allow network configurations that are simultaneously free from 

routing anomalies and resilient to failures. We then propose a new form of 

interconnection that overcomes the limitations of route election and route 

redistribution, permitting the configuration of a resilient and efficient 

routing system. We conduct a thorough study of this new form of 

interconnection, presenting conditions for its correctness and optimality. 

The precepts of the study are applied to routing instances substantiated by 

the current Internal Gateway Protocols of the Internet: RIP, OSPF and 

EIGRP. 

 

Key words—Algebraic theory of routing, interconnection of networks, 

routing, routing protocols. 

I. INTRODUCTION 

 

THE ROUTING system of many enterprise and university networks consists 

of distinct Interior Gateway Protocols (IGPs) or distinct instances of any given 

IGP running concurrently in separate or overlapping parts of the network . 

IGPs come in different forms, and they select paths for data packet transport 

according to diverse criteria. RIP and EIGRP  belong to the class of vector 

protocols. RIP guides data packets along shortest paths,  OSPF belong to the 

class of link-state protocols,  guiding data packets along shortest paths. The set 

of processes running a common instance of an IGP in part of a network is 

called a routing instance. There are several reasons for the presence of multiple 

routing instances in a network . Networks evolve dynamically. Oftentimes, 

networks running their own IGPs have to be combined to form a larger 

network. instance of an IGP is advantageous in that it improves the scalability, 

manageability, and security of the network. Routing instances can be 

interconnected with BGP , similarly to the way the autonomous systems of the 

Internet are interconnected. However, contrary to the autonomous systems of 

the Internet, the routing instances of an enterprise or university network are 

under a common administration. The overall performance of the network is a 

major concern, and it calls for a routing system that is both resilient and 

efficient. These requisites are not attainable with an interconnection supported 

on BGP. In addition, some network operators shy away from a perceived 

complexity in running BGP. A widely used alternative to interconnect routing 

instances relies on the twin mechanisms of route election and route 

redistribution developed by router vendors for precisely this purpose. Each 

routing instance is assigned an administrative distance (AD) at each border 

node. For every destination, the border node elects a route computed from 

within the routinginstance having the smallest AD. Only elected routes give 

rise to entries in the forwarding table of the border node. ADs may be 

configured per destination. By default, a border node does not announce 

elected routes across routing instances. To do so requires configuration of 

route redistribution. A border node announces in routing instance B an elected 

route computed from within routing instance A only if it has been configured 

to redistribute from A to B. As with ADs, so can route redistribution be 

configured per destination. Through a number of case studies, and  exposed 

the sensitivity of route election and route redistribution to incorrect routing 

behaviors, such as route oscillations, forwarding deflections, and forwarding 

loops. As a first contribution, we conduct a systematic assessment of the 

interconnection solutions made possible with route election and route 

redistribution. In particular, we show that correctness is incompatible 

with effective resiliency to network failures. The necessity of correctness 

severely constrains the configuration of route redistribution. As a consequence, 

many of the paths physically existing in the network are, nonetheless, never 

discovered by the routing system, with the implication that they cannot be 

counted on to carry data packets. Even aside this strong limitation, current 

route election and route redistribution are not amenable to an efficient routing 

system: In electing routes, ADs override the performance-related attributes 

computed from within individual routing instances; in redistributing routes, 

these performance- related attributes are overwritten by default values of the 

target routing instance. 

 

II. VIEW OF DYNAMIC ROUTING PROTOCOLS 

 

A. Routing Information Protocol (RIP) 

 

The Routing Information Protocol (RIP) is a  

veteran distance-vector routing protocol that uses UDP  

1. 

A request message is used to ask neighboring routers to  

send an update.  

2. 

A response message carries the update.  

When RIP is configured on a router, it sends Broadcast  

packets containing the request message out the Entire RIP  

enabled interfaces and then listens for response messages.  

Routers receiving the request message respond to it by  

sending their routing tables in the response message. This  

process continues until the network is converged. A RIP  

router sends out its full routing table in its update once in 30  

seconds. If any new entry is found in an update, the RIP  

router enters it into the routing table along with the sending  

router’s address. It uses the hop count as a metric for  

determining best paths. The maximum hop count is15;  

thereby preventing routing loops in the network. This also  

limits the size of the network supported by it. If the hop count  

of an incoming route is 16, it is considered to be inaccessible  

or undesirable and is at an infinite distance. RIP prevents  

inappropriate information from propagating throughout the  

network, by the use of its features like split horizon, route  

poisoning and hold down timers, thus providing stability to  

the network. RIP can perform load balancing for up to six  

equal-cost links. 

 

 

B. Open Shortest Path First (OSPF)  

 

[Link-state routing protocol is also known as shortest  

path routing protocol, as it compute the finest path in the  

network which is the shortest path available from the source  

network to the destination network. Each router joined the  

routing domain, will held link state databases which consist  

of a router list in the network. Every router has the same  

database. The database then is used to describe to network  

topology.  

Each router in the same domain will run the algorithm  
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using their link-state database. Firstly, they will build a tree  

with each router as the root. Then, the tree consists of shortest  

path available to each router in that network. Other router  

which is joined the network will be known as leave. Link- 

state advertisement (LSA) is responsible for the routing  

information exchange between routers. Neighbor router  

information can be known each time LSA is received.LSA is  

sent by each routing using flooding method. Each router  

floods its LSA to the network, and then each router will  

receive the LSA and processed it. Every time a network  

topology altered, router will send LSA to the networks. Thus  

the other routers will know about the network topology  

changes soon. Dijkstra algorithm is used to computes the  

shortest path from each router to other router in the same  

routing domain. Dijkstra algorithm used cost for each link  

available in the router for the computation. OSPF is a routing  

protocol developed by Interior Gateway Protocol (IGP)  

working group of the Internet Engineering Task Force (IETF)  

for Internet Protocol (IP) network. OSPF is a connect state  

routing protocol that is used to distribute routing information  

within a single Autonomous System (AS). 

 

256* ( R1 ∗ R� +R2∗R�/256−load+ R3 ∗delay)  ∗ R5/ R4+ reliability 

     For weights, the default values are: 

        R1=1,   R2=0,   R3=1,   R4=0,   R5=0. 

 
1 .RIP and OSPF interconnection  

 

C. Enhanced Interior Gateway Routing Protocol (EIGRP)  

 

Distance vector routing protocol present routes as  

function of distance and direction vectors where the distance  

is represented as hop count and direction is represented  

interface. In the distance vector routing protocol, Bellman- 

Ford algorithm is used for the path calculation where router  

take the position of the vertices and the links. For each  

destination, a specific distance vector is maintained for all the  

router joined the network. The distance vector consists of  

destination ID, shortest distance and after that hop. Now  

every node passes a distance vector to its neighbor and  

informs about the shortest paths. Each router depends on its  

neighboring routers for collecting the routing information.  

The routers are responsible for exchanging the distance  

vector. When a router in the network receives the  

advertisement of the lowest cost from its neighbors, it  

followed by add this admission to the routing table.  

In distance vector routing protocol, the router do not know  

the information of the entire path. The router knows only the  

information about the direction and the interface where the  

packet will be forwarded. One of distance vector routing  

protocol is Enhanced Interior Gateway Routing Protocol  

(EIGRP). EIGRP is a CISCO proprietary protocol, which is  

an improved version of the interior gateway routing protocol  

(IGRP). Route computation in EIGRP is done through  

Diffusion Update Algorithm (DUAL). 

 
2 .shortest path OSPF 1 

 

III. Routing Static Dynamics RIP OSPF IGRP EIGRP 

Routing is the process of determining where to send data packets that are 

destined for addresses outside the local network. Routers gather and maintain 

routing information to enable the transmission and receipt of these data 

packets. 

Routing information takes the form of entries in a routing table, with one entry 

for each identified route. The router can use a routing protocol to create and 

maintain the routing table dynamically so that network changes can be 

accommodated whenever they occur. 

It is important to understand dynamic routing and how the various types of 

routing protocols, such as distance vector and link-state, determine IP routes. It 

is equally important to understand scalability and convergence constraints with 

routing protocols. 

In this section we would cover following CCNA objectives 

• Describe the purpose and types of dynamic routing protocols 

• Describe the operation and implementation of distance vector routing protocols 

• Describe the operation and implementation of link-state routing protocols 

 

 

 

 
3. routing dynamics 1 
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IV. EXISTING SCHEME 
 

 A path physically existing in a network wiil only be able to carry data packets 

if al nodes are prepared to propagate a route upstream along the path,in the 

direction opposite that of data-packet flow. Since a routing instance running a 

link-state protocol is modelled as a complete diagraph, virtual link exists in the 

network. Resiliency presupposes the ability to render usable to render all paths 

physically existing in the network. Virtual link stands for existence of path 

from to inthe original network. 

 

V. PROPOSED SCHEME 

 

We proposed a third option to inter connect routing instances at overcomes the 

deficiencies of current approaches. The proposed mode of interconnecting 

routing instances with generality and address  questions of correctness, and 

resiliency, we first need the models that describe the operation of both vector 

and link-state protocols .we propose a new frame work to interconnect routing 

instances with built-in correctness and support  for resiliency, efficiency, and 

optimality when the latter is at all possible. A new set of primitives for 

interconnecting routing instances. Then propose a new form of interconnection 

that overcomes the limitations of route election and route 

distribution,permitting the configuration of a resilient and efficient routing 

system. 

 

VI.  INCOMPATIBILITY BETWEEN CORRECTNESSAND RESILIENCY 

The primal requirement on any routing system is correctness. 

Here, correctness means that, barring alterations in the network, 

the exchange of routing information eventually terminates in 

a stable state devoid of forwarding deflections and forwarding 

loops. Since link failures cannot be predicted, the postulates of 

correctness apply to a network and any of its subnetworks resulting 

from arbitrary sets of link failures. 

A path physically existing in a network will only be able to 

carry data packets if all its nodes are prepared to propagate a 

route upstream along the path, in the direction opposite that 

of data-packet flow. A path satisfying this premise is called 

usable; one not satisfying it is called unusable . In general, 

all paths within a routing instance are usable. However, contemplating 

scalability and security, a network operator may require 

the nodes of a routing instance to be shielded from routes 

pertaining to a destination belonging to a different routing instance 

. In order to realize this requirement, the network operator 

does not configure redistribution into the former routing 

instance at any of its border nodes for routes pertaining to the 

destination. Paths from a node in the routing instance to the 

destination become unusable. With the exception of paths covered 

by shielding requirements, a network operator will want all 

other paths to be usable, so that routing instances can backup 

each other against link failures inside one of them . We say 

that a routing system is resilient if all paths other than those covered 

by shielding requirements are usable. A resilient routing 

system makes the best use of the network infrastructure in delivering 

data packets in spite of link failures. The main thesis 

asserted in the next few sections is that route election via ADs 

does not allow for the configuration of a resilient routing system, 

in general. 

 

VII. PERFORMANCE-ORIENTED INTERCONNECTIONOF ROUTING 

INSTANCES 

 

Beside correctness and resiliency, efficiency is a design 

objective of network operators . By efficiency, we mean 

that routing can be configured to run along paths with good 

end-to-end properties, respecting, in particular, the attributes 

ofsubpaths within routing instances. Ultimate efficiency leads 

tooptimality, whereby data packets are delivered along paths 

that are the best possible according to some quality criteria. 

Current route election and route distribution do not substantiate 

an efficient routing system. Route election is primarily 

based on ADs, parameters that bear no association with the 

performance-related attributes computed from within routing 

instances; these attributes are even lost when a route is announced 

across routing instances. 

We propose a new framework to interconnect routing instances 

with built-in correctness and support for resiliency, 

Efficiency, and optimality when the latter is at all possible. In 

the new framework, attributes belonging to distinct routing 

instances are entwined into a common ranking in a flexible 

way that can be tuned by the network operator. Border nodes 

respect this common ranking in electing routes from those 

available through the routing instances in which they participate. 

Moreover, they are not restrained in announcing routes 

across routing instances, thus paving the way for resiliency. 

When an elected route is injected into a routing instance, the 

attribute of the elected route is converted into an attribute of 

the target routing instance, in a manner that assures correctness 

and mirrors the quality of the elected route. 

The proposed framework operates at the level of election and 

conversion of attributes. It does not presuppose alterations to the 

operation of either vector or link-state routing protocols, neither 

does it expect any special configuration from them. 

In order to expound the proposed mode of interconnecting 

routing instances with generality, and address questions of 

correctness, resiliency, and optimality with rigor, we first need 

models that describe the operation of both vector and link-state 

protocols.  

 

VIII. RESULT ANALYSIS 

 

This shows the flow of packets from RIP to EIGRP via OSPF  

4. routers interconnected  1 



3
rd

 International Conference on Advanced Research in Biology, Engineering, Science and Technology (ICARBEST’16) 
Organized by 

International Journal of Advanced Research in Biology, Engineering, Science and Technology (IJARBEST) 
                                                                                                                     19

th
 March 2016 

 

44 

All Rights Reserved © 2015 ICARBEST16 

 

 

 

 

 

 

5. show run of router1 rip 

 

6. show run of router3 ospf 

 

7. show run of router6 eigrp 

 

 

5. pinging from r1 to r3 1 

 

 

6 .pinging from r1 to r5 1 

 

 

As all the routers are inter connected through RIP, OSPF and EIGRP the 

results  are verified by pinging  from router 1 to router 5, that is 

pinging from RIP to EIGRP. 

 

 

IX. CONCLUSION 

 

 

We have presented, to the best of our knowledge, the theory for reasoning 

about the routing across multiple routing instances. The theory is general 

because it models the interconnectionsbetween any combination of link-state, 

distance-vector and path-vector routing protocolinstances. Specifically,if each 

routing instance internally finds optimal paths, as is the case with RIP and 

OSPF then the paths found by therouting system can be made network-wide 

optimal as well.Concrete global orderings and conversions were presentedfor 

the attributes most commonly used within routing instances:lengths as in RIP 

and OSPF  and pairs length-capacity asin  EIGRP. 
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