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Abstract— Data Deduplication is a technique for 

eliminating duplicate copies of data, and has been widely used in 

data mining to avoid the repetition of data’s. The information 

provided by the user is to alter the duplication process usually 

represented by a set of physically labeled pairs. Two-stage 

Sampling Selection Strategy (T3S), which is used for reducing the 

set of pairs to avoid the Deduplication Process in large datasets 

using Sample Selection Strategy and Redundancy Removal. The 

blocking and classification phases rely on the user to configure 

the process. The Training set is used to identify and to configure 

the classifications. The T3S is mainly used to reduce the labeling 

effort while achieving the competitive quality when compared 

with matching and non-matching data’s. The Training set is used 
to identify where the most ambiguous pairs lie and to configure 

the classification approach. Signature-based Deduplication is 

efficiently to handle large deduplication Tasks. The Prefix 

filtering and Length filtering is applied  to remove records whose 

Length variation is higher than specified. The Sampling Selection 

Strategy and Redundancy Removal Stages are used to avoid 

Deduplication. The Report analysis is  generated for the inputs. 

Certainly, this will be led by the ability to deduplicate 

unstructured data (office files, images, secured data etc.). 

Keywords— Data Deduplication,Signature based Dedup, T3S 

Strategy, Blocking.  

I. INTRODUCTION 

 

                        DATABASE plays an important role in today’s 
Software field. Many IT companies,industries and systems 

depend on the accurate databases to carry out numerous 

operations[15]. Our analysis have ended up with a information 

that there is a dramatic growth in generation of data from 

different sources such as mobile devices and social media. 
Therefore, the information quality stored in the databases may 

have significant cost implications to a system. It relies on 

information to operate and conduct business. Working with an 

error-free data makes system memory more reliable.While 

merging databases ,there is a chance of storing redundant data 

in memory. However, the quality of data is degraded  due  to   

 

the  presence of  duplicate  pairs with certain  

abbreviations,conflicting data, misspellings and redundant 

entities, among other problems[1].This should be avoided in 

the earlier stage in order to increase the efficiency of  memory 

usage.  

                    As the size of databases increases now-a-days, the 

methods of linkage and deduplication have become a tedious 

process to undergo[10].The quality of the data can be 

improved by detecting and avoiding the duplicate copies 

present in data repository using data deduplication 

technique[1]. Data Deduplication is a technique for 

eliminating duplicate copies of data in large datasets. It has 

been widely used in data mining to avoid the repetition of 

data.It has many real time applications like cloud paradigm, 

mail storage etc., 

                   Many techniques have been introduced under Data 

Deduplication concept. But all such techniques lack in their 

result as they constantly involves in string comparison. The 

strings are compared and they are considered as redundant 

data, if they match. This result produces a huge difference 

when a PDF File is compared[3]. The previous Deduplication 

techniques are inconvenient due to three major  reasons, 

(1)Clustering algorithm clusters only single entity type  which 

makes it difficult to answer multiple entities. (2)Users are not 

provided with valuable domain knowledge. (3)The adhoc way 

constraints makes the user impossible to answer their 

application needs.[16][17] [18][19][20][21]. 

              In order to solve the issues generated by the 

existing system, we have proposed a T3S Strategy. Our 

proposed work is to apply effective Two Stage Sampling 

Selection (T3S) deduplication Strategy in Digital Library 

System in order to improve storage utilization. This strategy 

also checks the content in addition to the name of the file. So, 

the redundant copies can be eliminated at the earliest stage. In 

T3S Strategy, splits the file content into blocks.The two stages 

in T3S Strategy are, 

   1) Sample selection strategy. 

          2) Redundancy removal. 

          This strategy is used to examine the entire content of 

a PDF File to check whether it is a duplicate copy. First, the 

Sample Selection Strategy creates sample from the File. The 

M. Sindhuja 
B.E,Computer science and Engineering 

Jeppiaar SRR Engineering College, Padur 

Chennai, Tamilnadu 

mrsindhuja95@gmail.com 

 

S. Suganthi 
B.E,Computer science and Engineering 

Jeppiaar SRR Engineering College, Padur 

Chennai, Tamilnadu 

suganthiselvaraj12@gmail.com 

 

T.R. Saravanan(Asst Professor) 
B.E,Computer science and Engineering 

Jeppiaar SRR Engineering College, Padur 

Chennai, Tamilnadu 

saravanan5_t_r@yahoo.co.in 



ISSN 2395-695X (Print) 

                                                                                                                                                         ISSN 2395-695X (Online)    

International Journal of Advanced Research in Biology Engineering Science and Technology (IJARBEST) 

                         Vol. 2, Special Issue 13, April 2016 

 

84 

All Rights Reserved © 2016 IJARBEST 

PDF File is splitted into blocks which are represented as 

samples. Each and every block of the file to be checked  is 

compared with the file that is already stored. Second, the 

Redundancy Removal stage compares both file and pairs the 

similar data. Dissimilar  pairs are not taken into consideration. 

This exclusively saves our time by only concentrating on 

similar pairs. 

II. METHODOLOGY 

A module is a bounded contiguous group of 

statements having a single name and that can be treated as a 

unit. In other words, a single block in a pile of blocks. 

 Catalogue Transfer 

 Book Finder 

 Visibility Exploiter 

 Users Invocation 

 Statistical Approach 

 

Catalogue Transfer 

 Uploading is the transmission of a file from one 

computer system to another, usually larger computer 

system.  

 Here, The  authorized users have the rights to upload a 

File, the  repeated files with the same name or size 

cannot be uploaded, as the Deduplication occurs. 

 In order to reduce the space and size,the deduplication 

concept is used. 

 The repeated files will be uploaded and those uploaded 

duplicate files will get eliminated and then only the 

original data’s will be stored. 

Book Finder 

 The Book Finder is used to search the list of available 

Books  from a  library so that the time can be reduced. 

 Here,we can search the Book by providing either of 

the values like  Book Name,Author Name or published 

Year. 

Visibility Exploiter 

 By eliminating physical handling and shelving of 

printed books as well as simplifying user searches, E-

Books allow Admin to reduce  overhead and focus 

their efforts  elsewhere.  

 Here, Admin can view the number of Users 

Downloaded the File and their counts. 

Users Invocation 

 Users invocation is to suggest the Admin to buy or  

provide the particular Book or a relevant Book  to a 

library so that the Admin can  able to know the 

necessary Books needed in a library and he/she  will 

upload the same as early as possible. 

 So the Registered Users can able to get the same and 

make use of it. 

 It  eliminates damage, loss, and security concerns. 

Statistical Approach  

Statistics are a useful method to investigate: 

 Usage patterns 

 Access patterns 

 Resource provision 

 Tracking trends and changes (by 

repetition over time) 

 Performance of services 

 Usage patterns here depicts the amount effective of 

utilization of  application for Downloads and 

Request.This can be surveyed by the Admin for the 

regular maintanence. 

 Each and every User once sign up will be provided 

with unique User name and Password for their access. 

Here User may refer the list of available books by 

searching under partical category. He/She can be 

request for file upload/download. 

 The role of Admin is monitoring the User access.This 

happens while User downloads files ,giving request 

for the further downloads or User recommends for the 

unavailable books .This is maintained periodically in 

order to provide the statistical approach individual 

user.  

 The service provided by the Admin role have to fulfill 

the User requirements. This is done by providing the 

regarding books in time, response immediately for the 

request, aware of  Internet connectivity problem .And 

so performance measure has been depicted from both 

User and Admin side. 

 Statistical approach provided mainly for limit 

checking.This can make the User as well as Admin to 

use the memory space in an efficient way.  

 

III. SYSTEM ARCHITECTURE 

Explanation 

             The new user enters the information in the registration 

page and a User ID with password is generated . The user 

enters the user name and password to login.Then, the Home 

Page is viewed. Here, the user can search the books in the 

book finder. The user can search the book by entering the 

book name, author name,category and published year. The 

books under the searched category are listed to the user view. 

The user can download the books he needed. 

            If certain books searched by the User are not found, 

then the books can be requested to the Admin. The Admin is 

also provided with a unique username and password. The 

Admin provides details like username and password to login. 

After login, he views the user request. The Admin after 
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viewing the request, uploads the book to the website which is 

available to the User for download. 

            If the book with same name is uploaded/downloaded 

then a dialog box is opened which informs that the file name 

already exists. If the file name is renamed and proceded, then 

again T3S Strategy checks the content of the file.  If the 

content matches, then again a dialog box emerges with a 

information that it is a duplicate copy. Here, the duplicate 

copies are identified and eliminated at the earliest stage to 

enrich the memory efficiency. 

            The Admin can set download limit to the users. The 

download limit is that the number of books ,the user can 

download within a particular time period. When the download 

limit of certain user exceeds, the information is sent to the 

Admin profile. Here, the Admin authenticates the user 

whether to allow or block the user for further downloads. The 

user can also request the admin to make downloads through 

feedback page. 

 
 

 

IV. CONCLUSION 

 
         The Proposed system uniquely shows that how a 

procedural analysis is maintained when the user need some 

amount of data. The deduplication is used here to overcome 

the repeated data at the earliest stage. We maintained each and 

every set of records using the statistic reports hence it is easier 

to identify the exact point where the user stands. It applies 

deduplication among convergent keys and distributes 

convergent key shares across multiple key servers and 

confidentiality of outsourced data. A new construction, T3S 

selects small random sub-samples of candidate pairs in 

different fractions of dataset. 

V. FUTURE ENHANCEMENT 

 

              Moving beyond backup, data deduplication will continue 

to make into other areas of storage including archive and 

primary storage. While the results will not be as glamorous as 

the ones found in backup due to less data redundancy, the cost 

savings will still be substantial. Initially, deduplication will 

help create another “tier” of primary storage between top-tier 

critical data and the backup tier. Certainly, this will be led by 

the ability to deduplicate unstructured data (office files, 

images, secured data etc.). The more dynamic nature of 

structured data (e.g., critical databases with strict performance 

requirements) means the road to deduplication usage for it will 

be longer-term. 
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