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Abstract:-  This paper proposes a visual speech recognition (VSR) system built using combined 

pixel based features and mean-variance (MV) feature. DCT and DWT are the two pixel 

transform approaches which are used to extract the features from the visual speech (visemes). 

This work focuses on the MV features for lip reading that are extracted from each visemes and 

have been combined with pixel based transform features. VSR system is built separately using 

DCT coefficients, wavelet coefficients, combined DCT-MV and DWT-MV. The extracted 

features are modeled by L-to-R Gaussian HMM. The English digit datasets were used for the 

experimental purpose. The recognition performance of VSR system using DCT features gives 

65% accuracy and DWT based features gives 72.3%. The proposed combined system gives 

73.5% recognition accuracy for DCT-MV and 86.6% for DWT-MV features. Experiments 

prove that the combined system improves the recognition accuracy. 

Keywords: Hidden Markov model, Region of interest, Discrete cosine transform, Discrete 

Wavelet Transform 

1. INTRODUCTION 

Visual speech recognition recognizes the spoken words based on visual information of lip 

movements which are not affected by any acoustic noise. VSR is an area that has great 

potential in solving problems in speech processing. Difficulties in the audio based speech 

recognition system can be significantly reduced by additional information provided by the 

visual features. It is well known that visual speech information through lip-reading is very 

useful for human speech perceptions. The various applications of visual lip reading includes 

speech recognition, speaker’s identification and recognition [9].  

In [1] the Audio-Visual speech recognition for the embedded devices was proposed. Three 

functional blocks such as audio processing, lip localization system followed by the feature 

extraction and audio-visual integration. The MFCC features were extracted from audio signal 

for automatic speech recognition. Lip finding and lip tracking are the two primary processing 

steps used in visual processing. To find out no lip position available in the lip frame, 

geometric model of that lip is used and followed by lip tracking. Visual features are extracted 

using ASM and DCT techniques and then the feature dimensions are reduced by LDA. DCT 

feature based recognition is higher than ASM. CUAVE database with continuous digit 

datasets were used for recognition. 

A new robust approach to improve lip localization and tracking is proposed in [2]. Fast lip 

region detection method using openCV technique is also proposed. The combination of haar 

features and adaboost classifier are used to detect face from the video. For lip tracking, a 

component of lab color space value is used and it is computed using mean value of a 

component specified as the threshold. Experiments conducted for different lip shapes with 

different lighting conditions and different head poses. Normalized lip images database used 
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for recognition. In [3] have presented approach for automatic localization for lip feature 

points. ASM is used to locate different feature points on lip frames. Database for French 

vowels uttered by multiple speaker were used and the recognition was tested against the 

database.  

Visual feature extraction using DCT based nonlinear predictive coding (NPC) is proposed in 

[4]. DCT coefficients are extracted and trained using NPC structure in which a feed forward 

multilayer perceptron is used to extract the features. This process limits the DCT coefficient 

to a proper size without any significant loss in recognition accuracy. Visual speech database 

with uttered 10 sentences out of 2 are same sentences and others are different sentences. In 

[5] lip reading system using DCT-PCA based method was proposed. ROI is tracked from 

video and has been normalized. Two different ways of DCT coefficients are extracted from 

ROI such as block based and entire manner. In block based 8x8 and for entire manner 32x16 

frame size is used. PCA based features also extracted from ROI. A database HIT Bi-CAVDB 

consists of syllables of Chinese language was used for experimental purpose. Best 

recognition is achieved for block based DCT method. DCT has been demonstrated to be 

superior to PCA for visual feature extraction.  

DWT transforms a discrete visual speech signal into wavelet representation [6].Visual feature 

extraction method using DWT is an effective multi resolution procedure and generates visual 

feature (wavelet coefficients) can be used as an efficient feature vector for VSR [7]. The 

advantage of DWT over DCT is transforms the whole visual image into inherent scaling 

concept. PCA is used to reduce the dimension of DCT, DFT and DWT based features and 

these features used to improve the recognition accuracy of VSR system [4,5]. The most 

frequently used dimension reduction techniques for VSR such as LDA, PCA and maximum 

likelihood linear transform. Visual speech system using pixel based method contributes more 

towards to extract robust features for that system. Pixel methods are sensitive to lighting 

conditions and variant to basic transformation such as translation, rotation and scaling. The 

pixel based visual speech system performance of degrades under various circumstances. We 

proposed new MV features for VSR.  

Figure 1. shows the block diagram of the proposed system. Face detection, Lip localization 

and lip detection are performed using Violo-Jones algorithm. One of the temporal 

segmentation technique called pixel pair wise comparison is used to reduce the speaking 

image frame and non speaking one[7,9]. Three types of features namely DCT coefficients, 

wavlet coefficients and MV features are extracted from the lip ROI. DCT and DWT features 

(Image based) were modeled by HMM individually. Then the DCT, DWT based visual 

speech system performance improved by combining MV ሺߤ, 𝜎ଶሻ features with pixel based 

features. The recognition performance tested for both individual and the combined one. 

Given time-asynchronous pixel based and MV feature vectors ݋P( �݂�, ௪݂ ) and ݋௠௩ሺ m݂vሻ, 

respectively, a simple concatenative feature fusion is used for combining and thus defined as: ݋௣௠௩,𝑡 = , 𝑐,𝑡݋௣,𝑡 ሺ݋] , ௪,𝑡 ሻ݋ [ ௠௩,𝑡݋ ∈ 𝑅𝑓𝑝𝑚𝑣      where ௣݂௠௩ =  ௣݂ +  ௠݂௩            (1)   
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Fig 1. Proposed VSR system    

Outline of paper is as follows. We introduce the MV based analysis for visual speech in 

Section  2. In Section 3 we present a various feature extraction methods and modeling used in 

this work. The performance analysis is discussed in Section 4. Section 5 concludes our paper. 

 

2. VISUAL SPEECH ANALYSIS 

 

The visemes are analyzed by mean absolute difference. The two cost functions namely mean 

absolute difference (𝐶ͳ) and mean squared error are used to match the closest one in the 

current block of a frame. In this work 𝐶ͳ is used for analysis. Cost function is given as.  

𝐶ͳ =  ͳ𝑘ଶ ∑ ∑ |ܿ௠௡ − ௠௡|௞−ଵ݌ 
௡=଴

௞−ଵ
௠=଴                          

 

The mean differences computation of visual phonemes of digits for different utterances 

analysis given in figure 2. The digits of zero and four corresponding viseme mean absolute 

differences are given in figure 2.a,b. For digit zero and four, frame number from 9 to19 and 

5-35 respectively shows the speaking viseme differences. Different utterances uttered for the 

same word ‘zero’ and ‘four’ have similar mean differences. The next section discuss about 

the database for study, different feature extraction methods and modelling used in visual lip 

reading. 

 

Word 

 Face and lip detection 

Feature Extraction 

DWT MV 

HMM Model 

Video 

DCT 
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     a)                                                       b)   

 

                           

                   Fig. 2.  Mean absolute difference of consecutive frames for the different utterances of  

                                   the same word “zero” and “four” ((a) and (b)). 

 

3. FEATURE EXTRATION 
 

This section deals with the database for study, face identification, ROI detection, extracting 

motion based features and MV features for building the VSR systems. 
 

3.1. Database for this study 

The database used in this study consists of a video corpus which is collected from 10 (12 

male and 8 female) speakers. Simultaneous recording of audio and visual speech is carried 

out using a microphone and a camera, respectively. The SONY Handycam HDR-PJ660/B 

Camcorder is used for the video recording. Each speaker records simultaneously the audio 

and video of 50 utterances of each of the10 digits, 0 to 9, out of which 35 utterances are used 

for training and 15 utterances are used for testing. A total of 7000 utterances are used for 

training and 3000 utterances are used for testing for all the ten digits.  

All the visual utterances are recorded under the same lighting and normal environmental 

conditions. The video consists of 50 frames per second with a frame width of 640 and a frame 

height of 480. The horizontal distance from d1 the speaker’s face position to the camera is 

about 32 cm and camera is at a height d2 of 63 cm from the ground. A video of a sound unit 

consists of a large number image frames. Hence image frame (𝐼ሺݔ,  ሻ) for each viseme isݕ

reduced further using temporal segmentation technique. Face detection from video is the first 

process in VSR system is discussed next. 

 

3.2. Temporal segmentation 

 

In this study, a feature invariant technique the Viola-Jones algorithm is used. This algorithm 

detects a face in an image by scanning sub windows of the image multiple times with a re-

scalable detector. The scale invariant detector is constructed using an integral image and 

Haar-like features. The Viola-Jones algorithm uses a 24x24 window as the base window size 

to evaluate the features. Since a large number of rectangular Haar like features have to be 

evaluated, to reduce computation, to find the best features and eliminate redundancy, 

Adaboost machine learning algorithm is used. This classifier constructs a strong classifier as 

a weighted combination of weak classifiers. This algorithm is invariant to pose and 

orientation changes. Once the face is detected the lip region is extracted next using the same 

algorithm.  

The ROI extraction is a pre-processing step for extraction of visual features. It’s simply 

defined as a rectangle containing the intensity of the speaker’s mouth region. The ROI is 

normalized into a 64x40 frame which represents the visual speech information. Temporal 
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segmentation (TS) is performed over an image frame (ROI). The aim of TS is automatically 

find the start and end frames from an image sequence. Pair wise pixel comparison is one of 

the temporal segmentation concept used to remove unused frames in visemes. A small shot 

changes are detected for lip frames using a simple global inter-frame difference measure [7], 

defined as 

ቌ∑ ∑ 𝑃ሺ𝐼𝑡ሺݔ, ሻሻ௒ݕ
௬=ଵ

௑
௫=ଵ  −  ∑ ∑ 𝑃ሺ𝐼𝑡−ଵሺݔ, ሻሻ௒ݕ

௬=ଵ
௑

௫=ଵ ቍ   > 𝑇  
     

Lip frames are discarded if the differences of current and the previous lip frame comparison 

is greater than the threshold. Table 1 shows the temporal segmentation calculated using frame 

difference measure for digits.  
             

  Table 1:  Temporal segmentation using 

                                          frame difference measure              

                  
Digits 

Total no frames 

(Before 

detection) 

Total no frames 

(After 

detection) 

One 54 47 

Two 58 49 

 

Total frames out of 7 and 11 frames are discarded for digit one and two respectively. Similar 

operation carried out for all other digits. After temporal segmentation, visual feature 

extraction using MV and pixel based from the extracted ROI is discussed in the next sub 

section. 

3.3. Image transforms  

From the given input visual lip image databases DCT coefficients are calculated from every 

viseme and PCA is used to reduce the dimensionality of that features. The total of 64 DCT 

coefficients per digit is extracted and thus the feature vector 𝐹௠𝑐 is given as 𝐹௠𝑐 = [ ଵ݂௠𝑐, ଶ݂௠𝑐 , ଷ݂௠𝑐 … . . 6݂ସ௠𝑐]   ݓℎ݁݁ݎ ଵ݂௠𝑐 = 𝐹௫௬ = DCTሺIሺx, yሻሻ             (2)        𝐹௫௬ = 𝛼௫𝛼௬ ∑ ∑ 𝐼௜,௝𝑁−ଵ௝=଴𝑁−ଵ௜=଴ ݏ݋ܿ ሺଶ௜+ଵሻ௬𝜋ଶ𝑁 ݏ݋ܿ ሺଶ௝+ଵሻ௫𝜋ଶ𝑁 Ͳ ≤ 𝑘 ≤ 𝑁 − ͳ                ሺ͵ሻ       

where  𝛼ሺͲሻ = √ଵ𝑁 , 𝛼ሺ𝑘ሻ = √ଶ𝑁 ͳ ≤ 𝑘 ≤ 𝑁 − ͳ                                                     ሺͶሻ                                                               

The dynamic lip movements are well captured by the DCT coefficients. The visual feature 

extraction using DCT is sensitive to lighting conditions. Hence DWT is used and extracts 

wavelet coefficients from the lip frames. DWT can be applied as a convolution of a selected 

wavelet function with an original image or it can be seen as a set of two matrices of filters, 

row and column one shown in figure 3. Using separability property of DWT, the first part of 

decomposition consists of an application of row filters to the original image. The column 

filters are used for further processing of an image. This image decomposition can br 

mathematically described by, ݓ = 𝐼ሺݔ, ሻݕ ∗  ௠ݓ
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Where ݓ is the matrix wavelet coefficients, ݓ௠ represents wavlet function. In the first level 

of decomposition of 2D DWT, the image is separated into four parts. Each of them has a 

quarter size of the original image. They are called approximation coefficients (LowLow or 

LL), horizontal (LowHigh or LH), vertical (HighLow or HL) and detail coefficients 

(HighHigh or HH). Approximation coefficients obtained in the first level can be used for the 

next decomposition level.  

   
Fig 3. DWT decomposition into two levels 

DWT have inherent multi-resolution nature property. DWT is an iterative sub-band process, 

decomposes the visual signal into approximation and detailed coefficients. Level-4 sub-band 

decomposition is used in this work [8]. The low pass filtered approximation coefficients 

contain significant amount of information about lip as compared to the other coefficients. 

Hence only approximation coefficients are considered as a feature in this work. The total of 

256 DWT coefficients per frame is extracted.  The visual features are combined with MV 

features is discussed in the next section. 

 

3.4 MV based visual feature extraction 

A simple absolute mean difference concept is used to detect MV feature from the lip frames.  

From each current frame and the previous frame difference of absolute mean µ and variance σ  ଶ is calculated and defined as  

  µ  =   ቌ∑ ∑ 𝑃ሺ𝐼𝑡ሺݔ, ሻሻ௒ݕ
௬=ଵ

௑
௫=ଵ  −  ∑ ∑ 𝑃ሺ𝐼𝑡−ଵሺݔ, ሻሻ௒ݕ

௬=ଵ
௑

௫=ଵ ቍ /  𝑁  
 

σ  ଶ =   ∑ ∑ሺ𝑃ሺ𝐼𝑡ሺݔ, ሻݕ − ሻଶ௒ߤ 
௬=ଵ

௑
௫=ଵ /  𝑁 

The dimension of MV feature ሺµ, σ  ʹ ሻ is 39. The MV features are combined with DCT and 

DWT features. The extracted visual features and the combined features were modelled using 

HMM is discussed in next section. 

 

3.5. Viseme Modelling  

Each Visemes are modelled by a single stream of left-to-right Gaussian HMM is shown in 
figure 4. Each state in HMM is a Gaussian Mixture Model (GMM). GMM is a parametric 
model characterized by a mean, and the variance. The common method for computing 
visemes likelihoods is a GMM probability density function (pdf) of the observed feature 
vector, ݋ is given by  
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ܾ௜ሺ݋ሻ =  ͳሺʹ𝜋ሻ𝑁ଶ |Σi−ଵ|ଵଶ  ݁−ଵଶሺ௢−𝜇𝑖ሻ⊺Σi−1ሺ௢−𝜇𝑖ሻ
 

 

Where ߤ௜ is the state mean vector, Σ௜ is the covariance matrix and N is the dimension of 
feature vector ݋. The probability of the feature vector ݋ being in any of I Viseme models 
denoted by , is shown as. 

 

ሻߣ|݋ሺ݌  =  ∑ ௜𝐼௜=ଵݓ  ܾ௜ሺ݋ሻ         

 

Where  ݓ௜ are the mixture weights and ∑ ௜𝐼௜=ଵݓ = ͳ. For each Viseme a GMM model is 
represented by GMM mean, covariance and a weight parameter given by,   ߣ = ,௜ݓ}                                     {௜,Σ௜ߤ

 

  

       

     

              

              

a) Left-to-right HMM                                                 

 

 Fig 4. Viseme-state synchronous single stream HMM  

                  

HTK toolkit is used for model building. The result of this study is discussed in Section 4. 

 

4. EXPERIMENTAL RESULTS 

The viseme level HMM models, which are having L-to-R states with varying number of 

Gaussian mixture(M), are evaluated with DCT, DWT, combined DCT-MV and DWT-MV 

feature sets  𝐹𝑐, 𝐹௪,  𝐹𝑐௠௩, and  𝐹௪௠௩, respectively. The corresponding visual speech 

systems built are, 𝛾𝑐ሺ𝐹𝑐ሻ , 𝛾௪ሺ𝐹𝑐ሻ  , 𝛾𝑐௠௩ሺ𝐹𝑐௠௩ሻ , 𝛾௪௠௩ሺ𝐹௪௠௩ሻ , Viseme recognition rates 

for varying number of Gaussian mixtures with 5 states are plotted in Figure 5. The pixel 

based recognition system, 𝛾𝑐ሺ𝐹𝑐ሻ , has state s=9 and M=12 which maintains highest 

recognition 65% accuracy. This system yields poor performance recognition rates at which 

state of s=1/s=2, and M=2[8]. 

 

l
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a)                                                                     b) 
                    

                                 Fig 5:  Recognition rate of different visemes of  𝛾𝑐ሺ𝐹𝑐ሻ and  𝛾௪ሺ𝐹௪ሻ systems[8]. 

 

The recognition system, 𝛾௪ሺ𝐹௪ሻ , sets a baseline recognition rate at 72% with state branch 

s=7 and the Gaussian mixture per state is M =7. The proposed system,  𝛾𝑐௠௩ሺ𝐹𝑐௠௩ሻ,  has 

been evaluated at the fusion of feature level  and improves the performance of  𝛾𝑐ሺ𝐹𝑐ሻ  the 

system. Similarly, 𝛾௪௠௩ሺ𝐹௪௠௩ሻ,  has also been experimented at feature level fusion mode 

and thus default improves the performance 𝛾௪ሺ𝐹௪ሻ the system. Viseme recognition rates of 

the  𝛾𝑐௠௩, 𝛾௪௠௩,  system of with estimated corresponding feature vectors  𝐹𝑐௠௩, 𝐹௪௠ for 

varying different states are plotted in figure 6. Noted that the system 𝛾𝑐௠௩, 𝛾௪௠௩,  has 

achieves high recognition accuracy 72.3%, 86.6% at the state s=9, M=24 and s=9 M=7 

respectively .  

 

   

Fig  6:  Recognition rate of different visemes of 𝛾௪𝑐௩ሺ𝐹௪𝑐௩ሻ and 𝛾௪௠௩ሺ𝐹௪௠௩ሻ systems. 

 

5. CONCLUSION 

Visemes provide lesser discriminatory information than compared to acoustic signal on the 

sound units, a vocabulary of digits dataset is chosen for this work and allows better 

discrimination in sounds. We have presented a pixel based visual feature extraction method 

that extract DCT and wavelet coefficients. A combined feature based framework for pixel 

based features and MV features are proposed, used to improve the conventional pixel based 

VSR system. A simple plain feature concatenation technique is used for combining features. 

The four viseme models of two models built individually and remaining two for combined 

features is done using L-to-R Gaussian HMM and the recognition accuracy is tested.   
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The experimental analysis shown that combined features significantly improve the 

performance of the pixel based VSR system. The VSR system has the least recognition 

performance rate of 65% for DCT features and 72.3% DWT features[9]. VSR system 

performs significantly better while using the DCT+MV (74.5%) and DWT+MV (86.6%). 

This improvement in performance due to the fusion shows the presence of complementary 

cues in the pixel based and MV based features, and also that MV features provide better 

discrimination of visemes. The overall relative performance of the proposed work of VSR 

system is encouraging.  
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