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Abstract— Machine Learning is the science of enabling 

computers to learn phenomena which is very similar to the 

human learning process but is not limited to its limitations. 

Machine Learning algorithms are designed to process and detect 

patterns in voluminous data. Machine learning is believed by 

many to be the most efficient and promising way to reach 

towards the goal of truly intelligent computers. Artificial neural 

networks are structures that were designed to use computers to 

mimic the working of the human brain. They are very popular 

and hugely powerful learning algorithms which are capable of 

performing highly complex mathematical operations and 

pattern recognition tasks. Another popular machine learning 

algorithm used for classification tasks is Support Vector 

Machines (SVM).They can be easily modified using different 

kernel functions and thus are robust and versatile. 

Cross-validation techniques are used to improve the accuracy of 

predictive models. Ensemble Learning methods are used to 

combine many models to improve over each of them.  

 

Index Terms—Machine Learning, Artificial Neural Networks, 

Support Vector Machines, Cross-Validation, Ensemble 

Learning, Loss Functions, Activation functions. 

 

I. INTRODUCTION 

  Machine learning is the ability of computers to perform tasks 

without being explicitly programmed. Formally speaking, ‘A 
system Performing a task T, with performance measure P, and 

Learning experience E, is said to be a machine learning 

system if its performance P on task T, improves with 

experience E. For Example: Google’s Search Engine, 
Driver-less Cars, Recommender Systems, Robotics, 

Handwritten Digit Classification, etc. Further sections of the 

paper describe types of Machine Learning algorithms, and 

then explores Classification, two algorithms used for 

classification- Artificial Neural networks and Support Vector 

Machines. Further, the methods to improve accuracy of the 

models generated are explored- namely cross-validation and 

ensemble learning techniques. 

 

 

 
 

II. CLASSIFICATION OF MACHINE LEARNING ALGORITHMS 

Machine Learning Algorithms can be classified into two main 

categories: 

 Supervised Learning Algorithms 

 Unsupervised Learning Algorithms 

 

A. Supervised Machine Learning 

In Supervised Machine Learning, we are given a data set and 

already know the ‘right answers’ to each of the training 
examples provided in the data set. We also have an idea about 

the relationship between the inputs and the outputs. 

Supervised Learning problems are divided into two main 

categories, namely, regression problems and classification 

problems [9]. In a regression problem, the output is a 

continuous function, i.e., we are mapping input variables to a 

continuous function. For example, given the data about the 

size of houses on the real estate market, trying to predict their 

price as a function of size. 

In a classification problem, we try to predict the results in a 

discrete output. In other words, we try to map input variables 

into discrete categories. For example, trying to predict 

whether an image is that of a cat, a dog, or a ship. Here, we 

classify the input images into three different categories. 

Polycystic Ovary Syndrome [21] is one of the applications of 

supervised machine learning techniques. 

B. Unsupervised Machine Learning 

Unsupervised Machine Learning Algorithms are used 

primarily, to explore the inherent structure of the data. The 

data provided to these algorithms does not have the ‘right 
answers’ to it. Cluster analysis is the most common 

unsupervised learning method which can be used for 

exploratory data analysis for finding hidden patterns of 

grouping in data. Hierarchical clustering, K-means clustering 

and Gaussian mixture models are some of its types. One of the 

applications of unsupervised machine learning is web 

intrusion detection systems [16]. 
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III. CLASSIFICATION  

Classification is a supervised machine learning task in which 

the output is discrete i.e. the output is one label from a finite 

set of labels [3]. For e.g. in the case of handwritten digit 

recognition system, the input is an image of a handwritten 

digit and the output is one from the set of numbers, {0-9}. 

Algorithms used for classification are Decision trees, 

Artificial Neural Networks, Advanced Support Vector 

Machines, Logistic Regression, Naïve Bayes etc. [3]. 

  

IV. ARTIFICIAL NEURAL NETWORKS 

A. Introduction 

 Artificial neural networks are structures that were designed 

to use computers to mimic the working of the human brain 

[17]. Artificial neural networks are very popular and hugely 

powerful learning algorithms which are capable of 

performing highly complex mathematical and pattern 

recognition tasks [18]. These systems are so complex that 

even prominent machine learning professionals and 

mathematicians are unable to decipher what exactly happens 

in them. 

B. Structure of Neuron  

 
                             Fig 1. Artificial Neuron [15] 

 

The above diagram is the basic structure of an artificial 

neuron. The inputs x1, x2, x3 are multiplied by weights t1, t2, 

t3 and are added. The result is passed as an input to the 

activation function [13]. The output of the activation function 

is the output (O) of the neuron.  

 

 

     O=activation function (x1t1+x2t2+x3t3)                            (1) 

 

Eq. 1 represents the fundamental operation that occurs in the 

neuron in terms of the inputs and weights. 

 

C. Structure of Artificial Neural Network 

 
                          Fig 2. Artificial Neural Network [15] 

 

Fig. 2 represents a neural network which consists of several 

neurons. Artificial Neural Network consists of one input 

layer, one or more hidden layers and, one output layer [15]. 

Due to the presence of one or more hidden layers, Neural 

Networks are capable of processing or predicting highly 

complex functions. Also due to this, they are capable of 

designing their own features.  

 

D. Types of Artificial Neural Networks 

According to the requirement of application, a specific type of 

neural network is selected. Some of them include: 

a) Convolutional Neural Network [5]: These are used for 

image processing and classification tasks. 

b) Recurrent Neural Network [5]: These are used for 

speech recognition tasks and classification tasks. 

c) Radial Basis Function Neural Network [20]: These 

are used to combine parametric statistical 

distribution model and non-parametric linear 

perceptron algorithm sequentially. It is an alternative 

technique to Back Propagation Neural Network. 

 

E. Activation Functions [14] [15] 

Activation functions are responsible for processing the input 

and providing the output. The choice of activation functions 

greatly impacts the quality of output in terms of accuracy. 

Neural networks can be designed using different activation 

functions. 

 

F.  Types of Activation Functions [13] [14] 

Selection of activation function greatly impacts the result of 

Artificial Neural Network. Different types of activation 

functions are: 

a) Sigmoid Function: 

The equation of the sigmoid function is  

 

                                                                          (2) 
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b) Hyperbolic Tangent Function (tanh) 

 

                                                (3) 

 

 

c) Rectified Linear Unit (ReLU) 

 

                                                 (4) 

 

d) Leaky ReLU 

 

                       (5) 

 

 

                                          (6) 

 

 

e) Softmax Function 

 

                            (7) 

 

The sigmoid function (Eq. 2) and the tanh function (Eq. 3) are 

advantageous as their outputs can be used to calculate their 

derivatives. This property is very useful in the learning 

process of neural networks and saves a lot of computations. 

The Softmax function (Eq. 7), ReLU (Eq. 4), Leaky ReLU 

(Eq. 5) are used in convolutional neural networks in computer 

vision and speech recognition problems. 

G. Loss Functions. 

Loss functions calculate the error by which the output of the 

hypothesis differs from the training data. Thus, they are also 

the optimization objective of the Machine learning process. 

The lower the value of the loss, the better the hypothesis fits to 

the data [18]. These functions are also the metrics for 

calculating the generalization error of the predictive model. 

Thus, they serve as an important performance metric in 

predictive modeling.  

 

H. Types of Loss Functions  

 

Some examples of loss functions are: 

a) Softmax Loss [5] 

b) LambdaRank Loss [5] 

c) Sum of Squares of Errors (SSE) [18] 

d) Mean Square Error (MSE) [18] 

e) Mean Absolute Error (MAE) [18] 

 

The pairings of activation functions and loss functions are 

important factors that affect the performance of Neural 

Networks. 

I.  Applications 

Some of the applications of Artificial Neural Network are 

Detection of Parkinson’s disease [23] [10], Web crawlers 

[22], ECG Classification [19], Stock price forecasting [24], 

Medical image recognition [25]. 

V. SUPPORT VECTOR MACHINE 

Support vector machine is another supervised learning 

algorithm used for classification, regression and outlier 

analysis. Support vector machines are used to construct a 

hyper plane in infinite dimensional space [4]. It is a large 

margin classifier. The advantage of support vector machine is 

that is effective in high dimensional spaces. The disadvantage 

of support vector machine is that if there is a large dataset then 

the training time is high. 

 
   Fig 3. Large margin classifier using support vector machine 

[6] 

In Fig. 3, the different shapes denote data points from 

different classes. And the hyperplane denotes the decision 

boundary obtained by the algorithm. 

 

A. Kernels [3] 

Kernels are used to define extra new features using the 

similarity functions and landmarks for training more complex 

non-linear classifiers. 

Types of kernels are [3]: 

 

1) Radial Basis Function 

         

                                        (8) 

2) Gaussian Function 

       

                                              (9)    

3) Laplace Function 

 

                                              (10) 

   

B. Applications 

Some of the applications of support vector machine are 

Ultrasonic flaw detection [6], Fraud detection [2]. 

VI. ENSEMBLE LEARNING 

Ensemble learning techniques combine multiple classifiers 

into one better classifier. This leads to the better accuracy than 
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each of the constituent classifiers. The resulting model is 

better in performance than each of the constituent models 

[11]. Prominent algorithms in ensemble learning are 

AdaBoost [11], XGBoost and Random Forest [11]. The 

RandomForest algorithm, which is an ensemble of many 

decision trees, is an example of the use of such techniques. 

Prominent ensemble learning methods are Bagging and 

Boosting. 

A. Bagging [1] 

Bootstrap Aggregating or Bagging, is a technique which uses 

small changes in training data to generate very diverse 

classifiers which are then combined to produce a single 

classifier with low test error. RandomForest algorithm uses 

bagging method. 

 

B. Boosting [1] 

A Boosting is an ensemble learning method for combining 

several weak learners into one strong learners. A weak learner 

is one that has an accuracy which is only slightly greater than 

a classifier that outputs class labels randomly. A strong 

learner is a classifier whose accuracy is markedly greater than 

that of the random output classifier. The AdaBoost algorithm 

is an example of the Boosting approach. 

 

VII. CROSS VALIDATION 

Cross-validation techniques are used to make models that 

generalize well. i.e., they are not susceptible to the trends in 

training data. Therefore, they have lower generalization error 

[8]. They divide the training data into training and testing 

splits leaving out the test data and training on the remaining 

data at each iteration. After completing the iterations, the 

learned parameters are averaged. Thus, the model has a lower 

error value. 

A. Cross validation techniques  

Cross validation techniques are classified into two main 

classes: 

 

1) Hold out cross validation [8] 

In hold out validation, the data is split into two parts one of 

which is used for training and the other is used for training and 

other is used for testing. The model is trained over the training 

dataset and tested using the test data. The dataset used for 

testing is called the holdout set. The dataset used for testing is 

called the holdout set. The advantage of this approach is that it 

takes less time to train than other methods. The disadvantage 

is that it does not use the entire available data for the purpose 

of training the model and thus is non-exhaustive. 

 

2) k-fold cross validation 

In k-fold cross validation, the available data is divided into K 

equal sets further, at each iteration , one of them is used as test 

data while the remaining (k-1) sets together are used for 

training [7] [12]. Thus, at every iteration, one data set is held 

out and is used for testing. At the end of all iterations, the 

model parameters are averaged and the error is thus reduced. 

In this process, the model is trained using the entire available 

data and thus is exhaustive. Thus, in cases where the data 

available is limited, k-fold cross validation can result higher 

accuracy [4]. Adjusting values of k for higher accuracy using 

trial and error is the pitfall of this approach.  

VIII. CONCLUSION 

Machine Learning is used in many real world problems. There 

are many innovative products and applications that use 

machine learning algorithms like Google DeepDream, 

Translator etc. Supervised Machine Learning Algorithms like 

Artificial Neural Networks, Support Vector Machines, etc. 

are used for classification purposes. Artificial Neural 

Networks are very flexible as they can be customized by using 

different activation and loss functions. Support Vector 

Machines can be customized by using different kernel 

functions. Cross Validation techniques are used to improve 

the prediction accuracy and generalization. Furthermore, 

ensemble learning methods can combine the capabilities of 

multiple learning models to produce a single model that can 

be much accurate than rest of the models. 
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