
 

MONUMENT IMAGE SEGMENTATION 

AND CLASSIFICATION USING AMS 

MEM ALGORITHM 

I. Arockia Mary
#1

, E. Stephena
#2

, M. Alice Christy 
#3 

#1 Assistant Professor-ECE,LIT,janijanu2007@gmail.com,9444390711 

#2 P.G student,steffysimon13@gmail.com,9841985122 

#3 Assistant Professor-ECE,LIT,achristy6008@gmail.com,9176053607 

 

Abstract: Monuments have vast significance in 

cultural heritage area. The fundamental 

importance of the work is to segment and classify 

the monuments, in order to find their degradation. 

The paper uses images acquired from photo and 

digital TV cameras under various lighting 

conditions. Initially, the paper deals with the 

segmentation of the monument image from the 

background using AMS MEM algorithm. Then 

the segmented monument image is classified based 

on SVM, the classification was detected in terms 

of accuracies and the result confirmed that the 

proposed method has potential in detecting the 

anomalies. 
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1. INTRODUCTION 

A community thrives through its cultural heritage, it 

dies without it. Monuments have a large role in 

cultural heritage; preservation of these monuments is 

an important task. Not only preservation but also 

restoration of this monument is important. When 

analyzed with human involvement could lead to 

further damage. So the paper works on the non 

invasive methods of finding the degradation. 

 

2. RELATED WORK 

There are various techniques used by the experts to 

study about the decay that is present in the 

monument. The classical method used is ‘naked eye’ 
analysis and experts view each and every element he 

is observing. This type of investigation could lead to 

acquisition of a number of images. The paper uses 

the image acquired by digital TV and photo that are 

chromatically and geometrically correct.  

 The paper by Dian Palupi Rini 
[1]

 uses the PSO based 

approach that uses the images that depend on the 

intensity and not on the shape and texture. The main 

drawback is that the sensitivity and accuracy is low. 

Segmentation of the image from the background is 

important to know more details of the image. The 

Fuzzy C-means
 [2]

 and K-means
 [3]

 are the well known 

algorithms for segmentation. It uses histogram of the 

image intensities and k-distance, but it fails in 

measuring the desired similarity in the image. The 

feature extraction 
[4]

 is used to extract the features in 

the image in order to assess the amount of decay in 

the monument. The Support Vector Machine 
[5], [6]

 

classifier is used to classify the monument and find 

the percentage of degradation. 

3. PROPOSED METHODOLOGIES  

I. ANISOTROPIC DIFFUSION FILTER 

The first step in the proposed system is the 

acquisition of the images. The paper uses the images 

that are acquired at various lightning conditions that 

are geometrically and chromatically correct using the 

digital TV cameras and photos. The noise that is 

present in the acquired image is removed by 

Anisotropic Diffusion filter 
[7]

. The process of the 

filter is, it initially calculates the center pixels and 

creates a mask. Then each of the resulting images is 

given as a convolution between the image and 2D 

isotropic Gaussian Filter 
[9]. 

The output of the system 

is a combination of the input image and a filter, the 

work produces a family of 8 blurred images. 
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The filter is effective in reducing the noises like salt 

and pepper noise, Gaussian noise and random noise. 

Also the effectiveness of the filter is given by the 

PSNR and MSE ratio. The expression for the PSNR 

is given by  

PSNR=10 log10 255/MSE                   ……………1 

 

When the value of PSNR is large, it means less noise. 

The expression for the MSE is given by 

MSE=1/MN∑j-1
M∑k-1

N
(xj,k-xj,k

’
)

2       
  …………….2 

 

The MSE should be less, which means that the pixel 

intensity of input and output are as close as possible.      

In this paper, the Adaptive Median Filter 
[10]

 is used 

in order to show the efficiency of the Anisotropic 

Diffusion Filter and there PSNR and MSE are 

compared.                       

II. CLAHE ALGORITHM 

Image enhancement is done to make an object 

distinguishable from other object and the 

background. The work uses the Contrast Limited  

 

 

 

 

 

 

 

 

 

 

Adaptive Histogram Equalization (CLAHE) 

algorithm 
[11], [12]

. In this algorithm, the thresholding 

values are assigned as 0.992 (upper threshold), 0.5 

(medium threshold), 0.008 (lower threshold) where 

the limits are 1, 0, 0.5 respectively. It does the 

operation of enhancement for multispectral and 

panchromatic images separately by setting threshold 

III. AMS MEM ALGORITHM 

The segmentation process is to simplify the image 

and make it easier. In this paper, the proposed 

algorithm is the Adaptive Mean Shift Modified 

Expectation Maximization algorithm that is used to 

segment the monument image from the background. 

The fig (1) shows the various steps that is been 

carried out in the proposed system. The AMS MEM 

algorithm initially does the shifting operation 
[14]

 

calculating the mean. It is useful in finding the 

clusters. Then a MEM 
[15]

 is carried out it calculates 

the maximum likelihood parameter. The two steps of 

Expectation (E) and Maximization (M) 
[16] 

maximize 

the expected pixels and minimize the unexpected 

pixels. Based on the values of the matrix that is 

loaded into the algorithm the algorithm segments the 

monument from the background automatically. The 

paper also does a comparison of the K-means and the 

Fuzzy C-means algorithm 
[2]

. The proposed 

segmentation algorithm result shows that the 

Input Image Anisotropic 

diffusion 

filter 

CLAHE 

algorithm 

Monument 

image 

degradation 

Classification 

by SVM 

Feature 

extraction 

by GLCM 

Initial cluster 

by k-means 

Calculate 

cluster mean 

by AMS 

Contrast and 

illumination 

adjustment 

Apply AMS 

MEM for 

segmentation 

Fig 1:  Block Diagram 
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algorithm is efficient than the K-means and Fuzzy C-

means algorithm. 

IV. FEATURE EXTRACTION 

The process of feature extraction 
[4],

 
[17]

 is done by a 

combination of three algorithms to extract the 

features in the monument image so that most relevant 

data from the original image is obtained. The 

algorithms used are the GLCM 
[18] 

(Gray Level Co-

occurrence Matrix), PCA 
[19]

 (Principal Component 

Analysis) and Gabor filter. The GLCM extracts the 

second order statistical texture features. The GLCM 

computes the matrix by calculating how often the 

pixel value occurs. The PCA calculates the Principal 

Component of the feature and linear filtered by the 

Gabor filter 
[20]

 so that the edge is detected correctly.  

The following features were extracted in the work: 

Autocorrelation, Sum of average, Sum of variance, 

Difference variance, Difference entropy, Sum of 

squares, Information measures of correlation, 

Maximum probability, Inverse Differential 

Normalization, Inverse Differential Moment 

Normalization 

V. SVM 

The classification of the image is the final step of the 

proposed system which is done by the SVM (support 

Vector Machine) 
[21]

.The SVM uses the neural 

networks 
[22]

 for the classification, the values of TP, 

TN, FP, FN are calculated by the confusion matrix 

and the performance of the classifier is evaluated in 

terms of Zernike moment classification the proposed 

algorithm was able to classify with an efficiency of 

97%. 

 

 

 

 

 

4. EXPERIMENTAL RESULTS 

The input to the algorithm is shown below: 

 

 Fig 2: Input Image 

The output of the proposed Anisotropic Diffusion 

Filter and Adaptive Median filter are shown below, 

the PSNR and MSE values of the filters shows that 

the proposed filter is efficient. 

 

Fig 3: Anisotropic Diffusion Filter output 

 

Fig 4: Adaptive Median Filter output 
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Fig 5: PSNR and MSE values 

The enhanced monument image using the CLAHE 

algorithm is shown below: 

 

Fig 6: CLAHE output 

 The output of the K-means and Fuzzy C-means is 

given below: 

 

Fig 7: K-means output 

 

Fig 8: Fuzzy C-means output 

The proposed algorithm AMS MEM output, which 

segments the monument image automatically from 

the background, is shown below: 

 

Fig 9: AMS MEM output 

The features that are extracted by the GLCM for the 

monument image are given below: 

 

Fig 10: Extracted features 
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The values of TP, TN, FP, and FN are as follows: 

TP=0.8, TN=0.2, FP=0.01, FN=0.03. 

Accuracy in % is:  96.154  

Sensitivity in % is:  96.386  

Specificity in % is: 95.238  

The percentage of degradation of the monument is: 

11.538% 

 

Fig 11: Existing vs. Proposed system 

5. CONCLUSION 

Thus the monument image acquired using photos and 

digital TV cameras were segmented by AMS MEM 

and the SVM classifier classified the monument 

image with an efficiency of 97% and the percentage 

of degradation was detected. 
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