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    Abstract- Low Density Parity Check (LDPC) codes 

belong to linear block codes. This paper comprises of 

low complexity gradient descent bit flipping algorithm 

for decoding low density parity check codes which deals 

on hard decision decoding algorithm, soft decision 

decoding algorithms. The Proposed low complexity 

Gradient Descent Bit Flipping (LCGDBF) algorithms 

exhibit decoding performance better than other Bit 

flipping algorithms for decoding LDPC codes. By 

varying the check nodes, low complexity gradient 

descent bit flipping algorithm helps to gain high 

performance with minimum error rate. The proposed 

algorithm achieves a coding gain improvement in the 

range of 1-1.2dB for BER = 10−5 with less 

computational complexity compared with other bit-

flipping algorithms. 

Keywords- LDPC, Bit flipping, Bit Error Rate (BER), 

Signal to Noise ratio (SNR) 

I.INTRODUCTION 

    Low density parity check codes are linear error 

correcting codes which are used for perfect data 
transmission in communication network. These codes 
are found by Robert. G. Gallager. So, it is also called 
as Gallager codes. These are capacity approaching 
codes. Turbo codes are also another class of capacity 
approaching codes which are used in Deep space 
network and satellite communications. But due to the 
advancement in low-density-parity-check codes, it 
surpassed the turbo codes in the performance range 
for higher code rate and error correction. Whereas 
turbo codes are used only for lower code rates. 

    LDPC codes are represented in the graphical mode 
called Tanner graph [1]. It is a sparse parity check 
matrix with less number of ones compared to zeros. It 
is constructed using sparse bipartite graph. LDPC 
codes are used in 10GBase-T Ethernet, DVB-S2 
standard for satellite transmission, Wi-max, Digital 
video broadcasting etc., LDPC decoding algorithms 
are iterative in nature. The decoding algorithm which 
we choose determines the cost and performance of 
LDPC codes. 

    In regular LDPC code, every code digit is 
contained in the same number of equations and every  

 

equation contains the same number of code symbols. 
An irregular LDPC code doesn’t follow these 
conditions. The Tanner graph has two types of nodes: 
bit nodes and parity nodes. All bit nodes represents a 
code symbol and all parity node represents a parity 
equation. The iterating procedure is based on the 
interchange of messages between the Bit nodes and 
Check nodes in the Tanner graph. The process of 
iterating stops when a proper code word is received 
or maximum number of iterations is completed. A 
simple iterative decoder can be formed by 
considering each Bit node and Check node of the 
Tanner graph as processing units. LDPC has two 
types of decoding algorithms. They are hard decision 
decoding algorithm and soft decision decoding 
algorithm.   

    LDPC codes can be decoded by brief-propagation 
(BP) and bit flipping (BF) algorithms [1]. Whereas 
Brief propagation can achieve good performance 
only with large number of calculations. Various Bit 
flipping decoding are presented to achieve good 
tradeoff between performance and complexity. The 
parity check matrix consists of only few number of 
1’s compared to 0’s. LDPC codes are now very much 
popular because of its error correcting performance 
and wide number of applications [7]. Gradient 
descent bit flipping (GDBF) provides better 
performance than other bit flipping algorithms [5]. It 
provides better performance and low complexity.    

    This proposed algorithm consists of power 
efficient LDPC encoders and decoders with low bit 
error rate (BER) and low signal-to-noise ratio (SNR). 
There are different bit flipping algorithms. The 
Weighted Bit Flipping algorithms (WBF) have good 
performance and complexity [3]. In decoding 
iteration the inversion function is implemented on the 
symbol nodes for the bits which needed to be flipped 
in weighted bit flipping algorithms. There are various 
WBF algorithms. One of the varieties is Gradient 
descent bit- flipping (GDBF) algorithm. The GDBF 
algorithm provides good performance with very low 
complexity. 

    The low complexity gradient descent bit flipping 
(LCGDBF) has low column weight. LCGDBF uses 
syndrome weight and syndrome information. 
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Syndrome weight is used for detecting the decoding 
loop and then the bits are flipped. Syndrome 
information updates the reliability of flipped bit 
nodes. In the process of decoding the bits with error 
i.e., the bits which do not satisfy the parity checks are 
flipped for each iteration. In single bit flipping only 
one bit is flipped for each iteration whereas in multi 
bit flipping all bits below the given threshold are 
flipped which results in fast operation. Low 
complexity gradient descent is better than GDBF and 
Noisy GDBF. Low complexity Gradient Descent Bit-
Flipping (LCGDBF) algorithm has better error 
correcting ability than weighted bit flipping (WBF) 
and Modified WBF and has average number of 
iterations. It also has better performance than any 
other bit flipping algorithms.      

 II.PRELIMINARIES 

    LDPC codes can be represented by a bipartite 
Tanner graph which was proposed by Tanner in 
1981.The Tanner graph consists of two sets of 
vertices: n vertices for the codeword bits(called 
variable nodes) and k vertices for the parity-check 
equations(called check nodes) 

    An edge joins a variable node and a check node if 
that bit is included in the corresponding parity-check 
equation and so the number of edges in the Tanner 
graph is equal to the number of ones in the parity-
check matrix. 

 

    

 

 

 

 

 

 

 

    Fig1. Tanner graph 

     Let the variable nodes that are participated in the 
mth check node is represented as N(m) and the check 
nodes that are participated in the nth  variable is 
represented  as M(n). The Kth iteration notations for 
the decoding process are as follows: 

             Hm,n : mth row and nth column of the parity 
check matrix. 
             Z(k)n : nth received sequence (hard decision). 
             R(k)n : The Reliability measure of nth 
received sequence. 
             e(k)n : Total extrinsic information 
contributed to the received bit z(k)n Excluding bits 
that participate                              
in the checksum. 
             e(k)m,n : Extrinsic information contributed to 
the received bit z(k)n Including bits that participate in 
the checksum. 
             λ : Quantization factor. 
            dc : Check node degree (row weight). 
            dν : Variable node degree (column weight). 
            Rc: Code rate. 
 
  For a (n,k) LDPC code H, where dc and dv is small 
compared to code’s block length N and code’s 
information length, Let c=(𝐶଴,𝐶ଵ….,𝐶ே−ଵ)∈{GF(2)}ே 
represent the code word c, Before transmission that is 
mapped into the  bipolar sequence x=(ݔ଴,ݔଵ,…,ݔே−ଵ), 
where ݔ௡ =(2(n-1) with 0 ൑ n ൑ N-1. Let 
y=(ݕ଴,ݕଵ,…,ݕே−ଵ) at the receiver received as the soft 
decision. For 0൑n൑N-1, ݕ௡ ௡ݔ= ௡ݓ+ , where ݓ௡  is 
Gaussian random variable with zero mean and 
variance 𝜎ଶ  that is independent of ݔ௡ . Let AWGN 
has ଴ܰ /2 power spectral density is given as 𝜎ଶ =(2Rc. 𝐸௕ / ଴ܰሻ−ଵ . Received sequence 
corresponding binary hard decision is given by ܼሺ଴ሻ =( ܼ଴ሺ଴ሻ

, ܼଵሺ଴ሻ ,…, ܼே−ଵሺ଴ሻ
). Then the hard decision 

sequence ܼሺ଴ሻ  syndrome is denoted by 
S=(ݏ଴,ݏଵ,…,ݏெ−ଵ). 

A. Hard Decision Decoding 

    For hard decision decoding, Bit flipping algorithm 
is the best example. In Bit flipping the message 
which is decoding would be binary that is different 
from Belief Propagation decoding. In hard decision 
the error bits are flipped till the given maximum 
iteration and the output is shown .The probabilities of 
incidence of the code word bits in Belief Propagation 
decoding constitute the message. In the Tanner graph 
the messages and the edges are passed together in Bit 
flipping Algorithm. The message node sends the 
message contain the information that the bits are zero 
which are available at the message node or one to the 
check node. By parity check equation this response is 
initiated which is based on the Modular sum of bits 
available at the check node is equal to zero. The steps 
involved in hard decision decoding are as follows: 

Step1: All message nodes send a message to the 
check nodes which are connected to it. In this case, 
the message is the bit they believe to be correct for 
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the check nodes. Here 0 receives by 𝑐ଶ  and it will 
send 𝑓ଶ and 𝑓ଵ. Like this to their corresponding check 
nodes all message nodes will send the messages. 

Step2: Every check nodes using the messages they 
receive from step1 calculate a response to their 
connected message nodes. By using parity check 
equations which force all the message nodes to join 
to the particular check node to sum to 0.if sum of bits 
received is zero, will send back the same bit which 
they received from the message nodes. If it is not 
zero, the bit that is received from the message node 
will be flipped and send back. 

Step3: The message nodes utilize the messages they 
received from the check nodes and they get from 
transmitter to determine by the majority rule, if the 
bit at their position is a 0 or 1. The message nodes to 
their connected check nodes will send the hard 
decision. 

Step4: Repeat the step2 until either exit at the step2 
or a assigned number of iterations has been passed. 

B .Soft Decision Decoding 

    In decoding process of LDPC codes, soft decision 
gives good performance which is based on the theme 
of belief propagation. In soft scheme, the messages in 
the given received bit are a 1 or a 0 are the 
conditional probability. In soft decision all the error 
bits are used to flipped and the output is shown. The 
soft decision message-passing algorithm is the Sum-
product algorithm. Priori probabilities for the 
received  bits are the input probabilities as here 
because they were known in advance before the 
LDPC decoder has run . The bit probabilities that has 
returned by the decoder are called as the posterior 
probabilities.  

    The sum-product algorithm is the soft decision 
message-passing algorithm that is equal to the bit 
flipping algorithm but the variation is that the 
messages representing each decision in SPA with 
probabilities. On the received bit as input in bit-
flipping decoding which accepts the sum product 
algorithm as a soft decision algorithm and accepts an 
initial hard decision that accepts the probability of 
each received bit as input. 

C. Brief Review on Bit Flipping algorithms 

    A number of variants of Bit Flipping algorithms 
have been introduced. The BF algorithms have been 
divided to two classes (1) Single bit flipping 
algorithm (2) Multiple bit flipping algorithms.  In the 
single Bit Flipping algorithm decoding process, 

according to bit flipping rule, only one bit can 
flipped. Other side, Multiple Bit Flipping iteration are 
allowed by the multi Bit Flipping algorithm in the 
decoding process. Multi Bit Flipping algorithm have 
faster convergence then single Bit Flipping 
algorithm. The multi Bit Flipping algorithm affect by 
the oscillation behavior of decode state that is not 
easy to control. The frame work of Single Bit 
Flipping algorithm as follows: 

Step1: For j ∈ [1.n] , let ௝ܺ :=sign( ௝ܻ ) .let x ≜(x1,x2,….,xn) 

Step2: If the parity equation  𝜋௝∈ேሺ௜ሻxj=+1  holds for 

all  i∈[1,m] , output x , then exit. 

Step 3: Find the flipping position given by 

  L:= arg ݉݅݊௞∈[ଵ,௡]𝛥௞ሺ𝑥ሻ . 
Then flip the symbol:  xl := -xl. The function 𝛥௞(x) is 
called as an inversion function. 

Step4: If the number of iteration is under the 
maximum number of iterations  ܮ௠௔𝑥   , return to the 
step2, otherwise output x and then exit. 

The function sign (.) is defined by 

Sign(x)≜ {+ͳ, ݔ ൒ Ͳ−ͳ, ݔ < Ͳ 

    In a decoding process of the signal BF algorithm, 
for a given y hard decision is first performed and to 
the hard decision result x is initialized. The minimum 
of the inversion function for k∈ [ͳ, ݊] is ∆௞(x) is then 
found. An inversion function ∆௞(x) can be seen for 
the bit assignment on ݔ௞  as a measure of the in 
validness. The bit xl, where l of the inversion 
function, gives the smallest value. 

The inversion functions of WBF are defined by 

 ∆௞ሺௐ𝐵𝐹ሻ
(x)≜ ∑ ݔ௜𝜋ߚ ௝݆ఢேሺ௜ሻ௜∈ெሺ௞ሻ  

    The values ߚ௜ (i ∈ [ͳ, ݉]ሻ  defined by ߚ௜ ≜݉݅ ௝݊∈ேሺ௜ሻ|ݕ௝ | is the reliability of bipolar syndromes. 

In this case, the inversion function ∆ሺௐ𝐵𝐹ሻ(x) gives 
the symbol assignment’s in validness on ݔ௞ which is 
given by the sum of weighted bipolar syndromes. 

    The inversion function of MWBF is same like the 
inversion function of WBF but it has a term respect 
to a received symbol. The inversion function of 
MWBF is given by 
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  ∆௞ሺெௐ𝐵𝐹ሻ
(x)≜∝|ݕ௞ |+∑ ݅ ∈ ሺ݇ሻܯ ௝ݔ௜𝜋௝ఢேሺ௜ሻߚ   

Where ߙ is the positive real number.                        

1.  Weighted Bit Flipping algorithm (WBF) 

    WBF algorithm considers the influence of parity 
information on the error metric. The weighted BF 
decoding (WBF) algorithm uses both the check 
relationships and the reliability of receive message, 
therefore obtains a better decoding performance 
when compared with BF algorithm. The performance 
loss due to loop oscillation occurs in weighted bit-
flipping algorithm. In order to reduce this further a 
hybrid algorithm is proposed. 

 At the position n , for each message node , the WBF 
algorithm calculates the following : 𝐸௡ = ∑ ሺʹ݉ݏ − ͳሻ௠∈ெሺ௡ሻ  ௠௠௜௡ݕ

    Where 𝐸௡  is error term, which is used for 
probability evaluation that the bit position n would 
flipped. And on the next step of WBF algorithm,  𝐸௡ ݅ݏ the highest error term and it will be regarded 
the least reliable bit, so it will be flipped. 

2.  Gradient descent bit flipping Algorithm 

    The decrease in the transistor size and the increase 
in integration factor throughout the past four decades, 
has led to the invention of semiconductor memories, 
and also very small and fast memory chips. Increase 
in the urge for higher memory capacity, read/write 
speed has led to the, wide acceptance that a 
sustainable progress can be only attained through 
very high energy-efficient transistors. We are 
proposing a new method with developing advanced 
error rectifying projects for fault-tolerant memories. 
This is based on codes, graphs and iterative decoding. 
That is this method is based on the gradient descent 
bit flipping Algorithm. The Gradient Descent Bit 
Flipping (GDBF) algorithms perform well than the 
WBF and MWBF algorithms in error correcting 
ability and more significantly in the number of 
average iterations which are required for successful 
decoding. 

The partial derivative of f(x) respect to the variable X 
(K)∈[1,n] will be derived from the term f(x) : 

∑+௞ݕ = ௞ f(x)ݔ��/��                  ݅ ∈ ሺ݇ሻܯ 𝜋௝ఢேሺ௜ሻ\௞xj 

Consider partial derivative of ܺ𝐾 and the product ܺ𝐾 
in X given as: 

               ܺ𝐾𝜕/𝜕ݔ௞f(x) = ݔ௞ݕ௞+∑ ݅ ∈ ሺ݇ሻܯ 𝜋௝∈ேሺ௜ሻxj 

In order to finding the position of flipping function, 
we have to choose the position where the absolute 
value of partial derivative is large. 

III.GRADIENT DESCENT FORMULATION 

    The Gradient Descent Bit Flipping (GDBF) 
algorithms perform well than the WBF and MWBF 
algorithms in error correcting ability and more 
significantly in the number of average iterations 
which are required for successful decoding. 

A. Objective function 

    The dynamics of a BF algorithm is the 
minimization process of a hidden objective function. 
This observation finally grows out to be a gradient 
descent formulation of BF algorithms. 

The objective function is defined as follows, 

f(x)≜ ∑ x୨୬୧=ଵ y୨+∑ ∏ x୨୨∊୒ሺ୧ሻ୫୧=ଵ  

 This objective function is a non-linear function and 
also it has many local maxims, which later becomes 
the sub-optimality of GDBF algorithm. 

The partial derivative of f(x) can be immediately 
derived from the definition of 

 
డడ𝑥𝑘 𝑓ሺݔሻ = ௞ݕ + ∑ ∏ ௝௝∈ேሺ௜ሻ\௞௜∊ெሺ௞ሻݔ  

Let us consider the product of ݔ௞  and the partial 
derivative of ݔ௞ in x, namely 
X 

 ௞ݔ  
డ డ𝑥𝑘 𝑓ሺݔሻ = ∑+௞ݕ௞ݔ ∏ x୨୨∈୒ሺ୧ሻ୧∈୑ሺ୩ሻ  

B. Behavior of Modified  GDBF Algorithms 

1.  Low complexity GDBF Decoding  

    This single improved decoding is generally 
denoted as S-MGDBF. The performance is better in 
this decoding process. The loop detection based on 
the syndrome weight, and it also iteratively updates 
the mechanism based on the syndrome information. 
The stages involved in this method  are defined by: 

Step 0: At first the iteration number is set as k=0, the 
maximum iteration number is set as ݇௠௔𝑥, syndrome 
weight factor is set as ߙ ,  excluding set 
B=∅,Maximum size of the excluding set is ∆= ʹ 

Step 1: Syndrome vector is calculated using the 

formula ݏሺ௞ሻ  = ሺ௞ሻ𝐻𝑇ݖ  . If the value of ݐݓ(ݏሺ௞ሻ) =
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Ͳ   or ݇ = ݇௠௔𝑥  stop the procedure and extract  the 
output of ݖሺ௞ሻ.Or else take the value of  ݇ = ݇ + ͳ . 

Step 2: Calculate for each variable node n∈ 𝐸 , ݒ ∗௡= ∑ ݉ ∈ ሺ݊ሻ(1-2𝑆ሺ௞ሻm) and 𝐸௡= (2ܼ௡ሺ𝐾ሻܯ
௡+𝐸ݕ(1- ∗௡. 

Step 3: Find the value of the variable node n* by 
using the formula n*=arg  min௡∈௏/𝐵 𝐸௡ , then flip this 

bit n* and update the ݕ௡ ∗   by using the formula ݕ௡*=ݕ௡*+ߙሺʹܼ௡∗ − ͳሻ𝐸 ∗௡∗ 

Step 4: Record the position of ݊∗  if wt 
 wt(𝑆ሺ௞−ଵሻ) . If the position of ݊∗ is the same≥(ሺ௞ሻݏ)
with the previous one , set B=B∪ {݊∗} . If |B|൒ ∆ , 
set B=∅ and ∆=∆ + ͳ . Then return to step1. 

IV. SIMULATION RESULTS 

    The decoding performance of the various bit 
flipping algorithms are illustrated in Fig. 2. 
Comparison of different algorithms with MacKay 
(1008,504) regular LDPC code is performed for 100 
decoding iterations. The decoding performance of 
Weighted Bit Flipping algorithm, Gradient Descent 
bit flipping algorithm and Low Complexity Gradient 
Descent Weighted Bit Flipping algorithm are 
compared and was found that the proposed low 
complexity gradient descent weighted bit flipping 
decoding algorithm has higher performance and low 
complexity compared to other bit flipping algorithms. 

 

Fig 2. Comparision of different algorithms with MacKay 
(1008,504) regular LDPC codes for 100 decoding iterations 

    Figure 2 shows the decoding performance of rate 
0.5 MacKay (1008, 504) code with Bit Error Rate of ͳͲ−8  and signal to noise ratio of 7.2dB. The 
simulation results shows the  proposed decoding 
algorithm which exhibits better decoding 
performance in 100 iterations compared to other bit 
flipping algorithms.  

 

Table 1. Overall decoding performance comparison between various BF 
algorithms 

 
 
Table 2. Coding gain improvement of the proposed algorithm with 

WBF algorithm and its variants at BER of 10−5 
 

 

    The overall comparison of the decoding 
performance and code gain of the proposed decoding 
algorithm with various Bit Flipping algorithms are 
tabulated in table 1 and 2. It is noted that the 
proposed algorithm requires comparatively lesser 
signal to noise ratio to achieve a BER of ͳͲ−5  and 
also table 2 proves that the proposed decoding 
algorithm can achieve over all code gain in the range 
of 1 to 1.2 db when compared with other bit flipping 
algorithms. 

V. CONCLUSION 

    This paper deals with the performance of a low 
complexity gradient descent weighted bit-flipping 
algorithm. This algorithm is studied and analyzed 
based on comparing the decoding performance of 
different bit flipping algorithms with the proposed 
algorithm and noting their BER and SNR. It is found 
that the proposed decoding algorithm has less BER 
and SNR compared with other bit flipping algorithms 
and also it has better performance with low 
complexity when compared with others. Simulation 
results proves that the proposed algorithm achieves a 
coding gain improvement in the range of 1-1.2dB for 
BER = 10−5 with less computational complexity 
compared with other bit-flipping algorithms. This 
proposed algorithm takes only less decoding time 
which helps to maintain reliability and high speed 
decoding of data transmitted in a noisy channel. 
Because of its less decoding time it has wide range of 
applications. 
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