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Abstract— Aiming to classify every succession of data established by each mission specifically and 

efficiently. In accessible, the standard multitask knowledge method often makes two statement. First, it 

assume there is one most important task and other connected tasks are simply less important ones Second, 

the standard multitask knowledge difficulty is often calculated in a batch learning situation which assume 

that the training data of all household tasks are accessible. This exacting online knowledge task is 

demanding for a numeral of reason. First of all, to meet the serious supplies of online applications, a 

extremely proficient and scalable organization explanation that can make instantaneous prediction with 

low knowledge cost is desirable. To conquer these challenge, offer a novel joint online multitask 

knowledge (COML) method to attack the aforesaid challenge. The basic idea is to first build a general 

worldwide model from large quantity of data gather from all user, and then then influence the worldwide 

representation to build the modified organization models for person users from side to side a joint learning 

process. We invent this idea into an optimization difficulty under an online learning location, and suggest 

two diverse COML algorithms by explore diverse kinds of online learning methodologies. Three real-life 

applications of this algorithms are online spam email filter, peptide compulsory forecast in 

bioinformatics, and micro-blog feeling acknowledgment. in addition contrast total numeral of 

commentary standing between more than a few foodstuffs are display in diagram. 

 

Index Terms— online learning, multitask learning, classification, Artificial intelligence, learning 

systems 

 

Introduction 
Cloud computing emerges the same as a new computing hypothesis which aims on the way to afford 

trustworthy, tailored and Quality of Service (QoS) definite computing active environments for end-users. 

Parallel processing, distributed processing and grid computing together emerged as cloud computing. The 

essential theory of cloud computing is  the purpose of user data is stored in the vicinity however ,stored in 

the data centre of internet. The companies which endow with cloud computing provision could manage 

and keep up the operation of these data centers. The users can claim to use the stored data at any time by  

Application Programming Interface (API) provided by cloud  service providers from beginning to end 

with any terminal equipment connected to the internet.Not only more than storage space armed forces 

provided but also hardware and software services are to be given to the business markets and common 

public . The services provided next to service providers can be the whole lot, commencing the 

infrastructure, platform or software resources. each one such service is respectively called Infrastructure 

as a Service (IaaS), Platform as a Service (PaaS) or Software as a Service (SaaS) [1]. 
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a. TYPES OF CLOUD 

 
     Basically there are four types of cloud 

 PUBLIC CLOUD 

 PRIVATE CLOUD 

 HYBRID CLOUD 

 COMMUNITY CLOUD 

 

 Public cloud:In Public cloud the hawker hosts the computinginfrastructure at his premise. The customer 

is not given visibility and be in charge of over the computing infrastructure.Private cloud:The private 

cloud compute infrastructure is thoroughly prearranged just before a particular association and not 

communal with otherorganizations. Hybrid cloud:The procedure of both private and public clouds 

mutually is called hybrid cloud. It is in addition referred to as Cloud Bursting[2].Community cloud: The 

Cloud infrastructure is common  a number of organizations and supports a exact community that has 

shared concerns (e.g. policy,mission, security equirements, and  compliance considerations).[3] 

The rest of this paper is structured as follows:Section II describes about the RMS,section III discuss the 

related works on RM,finally sectionIV  perovides the conclution 

 

II. RESOURCE MANAGEMENT SYSTEM  
 

a. RMS DEFINITIONS AND REQUIREMENTS  

The resource management system is innermost to the process of a cloud. resources are theentities such as 

processors and storage space with the purpose of are managed by the rms. the set of services provide by a 

RMS varies depending on the wished-for point of the cloud. the indispensable utility of a RMS is to 

accept requirements for resources from technology within the cloud  and assign definite mechanism 

resources to a call for  from the largely group of  cloud  resources for which the user has right to use 

agreement. a RMS matches requirements to property, schedules the corresponding resources, and 

executes the requirements using the scheduled resources.[4] 

 

This section develops an conceptual model for resource management systems to chart the changed 

architectural choices made in quite a lot of existing and imminent RMSs. To keep the conceptual model 

compact, only the interior functions of an RMS are incorporated. crucial definitions and key resource 

management issues are on hand before unfolding the proposed model. In cloud , a resource is a reusable 

entity that is engaged to execute a job or resource request. It could be a machine, network, or some service 

that is synthesized using a amalgamation of machines, networks, and software. The resource contributor 

is defined as an representative that controls the resource. For example, a resource adviser that acts as the 

resource contributor for a resource could afford the consumers with a ‘value added’ conceptual resource 

.[5] 

 

b. RMS TYPES 

 

 LOCAL RMS  

 

 GLOBAL RMS 
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LOCAL RESOURCE MANAGEMENT SYSTEM  

Basic resource management unit  ,Provide a standard interface for using remote resources 

GLOBAL RESOURCE MANAGEMENT SYSTEM  

Coordinate all Local resource management system within multiple or distributed Virtual 

Organizations (VOs) Provide high-level functionalities to efficiently use all of resources Job Submission 

Resource Discovery and Selection Scheduling  Co-allocation Job Monitoring, etc. e.g. Meta-scheduler, 

Resource Broker, etc. the subsequent division discusses the implication of resource management 

system[6] 

II. MULTITASK LEARNING 

ONLINE MULTITASK LEARNING 

The traditional multitask learning method frequently makes two assumption. First, it assume there is one 

primary task and additional linked tasks are only derived ones whose teaching data are broken by 

multitask knowledge to develop the primary task. Thus, the classical multitask knowledge approach focus 

on knowledge the primary task without caring how the other tasks are learn. subsequent, the classical 

multitask knowledge problem is often considered in a group knowledge set, which assume that the 

teaching dataof all tasks are offered. In this paper, we consider the difficulty of online multitask learning, 

which differ from the classical multitask learning in two aspect. First, our object is to develop the 

knowledge presentation of all tasks as an alternative of focus on a only prime task. next, we framework 

the multitask learning problem in an online knowledge setting by assume that the records for each task 

arrive in sequence, which is a supplementary realistic setting for real-world application. Unlike group 

knowledge technique, online knowledge method learn over a order of data by processing each sample 

upon arrival. At each surrounding, the learner first receive one instance, makes a calculation, and receives 

the true brand. The error information is then use to update the knowledge model. 

 

 III. RELATED WORK 

 

Review Stage A terribly tiny description is available on this survey paper in data mining suggestion.  

M. Pontil [2] has extended extend the single-task kernel knowledge methods which have been 

successfully used in recent years to multi-task learning. This type of multi-task learning methods can lead 

to insignificant performance improvement comparative to the single-task learning methods only. 

 

K. Crammer [8] describe and analyzes several online learning tasks through the same algorithmic prism. 

Passive-Aggressive (PA) for online binary categorization is the simple online algorithm.Binary 

classification is the first setting in which each illustration is represent by a vector.Cumulative loss can be 

occurred in this technique. 

 

Y. Singer [9] has generalized online classification algorithms for binary classification problems to 

multiclass problems. Ultraconservative algorithms are algorithms that update only the prototypes 

attaining similarity-scores which are higher than the score of the correct label’s prototype. The techniques 
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used in this paper can also be applied in batch settings to construct Multiclass Support Vector Machines 

(MSVM). 

 

L. Yang [11] This is in difference to most online education algorithms where only a single classifier is 

maintained at each iteration.Algorithm used in this paper: 

 Ellipsoid Method for Convex Programming 

 The Classical Ellipsoid Method for Online Learning (CELLIP) 

More number of classifiers were used at each tier in this technique. 

 

 

P. M. Long [14] has describe the new incremental algorithm for training linear threshold functions: The 

Relaxed Online maximum margin Algorithm (ROMMA). Aggressive ROMMA does not require a lot of 

memory. academic work might be explore whether the junction rate occur or not. 

 

Manfred Warmuth [36] has describe the Perceptron-based algorithms for the online multitask binary 

classification problem. Under appropriate promptness circumstances, our algorithms are shown to 

improve on their baselines by a factor proportional to the numeral of tasks. First, we supply hypothetical 

guarantees in the form of fault bounds for various algorithms operating within the online multitask 

protocol. Second, we in attendance various experiment showing that these algorithms perform well on 

real problems. 

 

J. Abernethy [37] has obtainable a all-purpose approach for collaborative filtering (CF) using spectral 

regularization to learn linear operators mapping a set of “users” to a set of probably desired “objects”. In 

meticulous, several recent low-rank type matrix-completion methods for CF are shown to be special cases 

of our proposed framework. Unlike existing regularization-based CF, our approach can be used to 

integrate supplementary information such as attribute of the users/objects—a feature currently lacking. 

 

B. Peters et al., [39] has provided a crystal clear forecast assessment allowing bioinformaticians to 

recognize capable facial appearance of forecast methods and only if guidance to immunologists 

concerning the dependability of forecast tools. The translucent prediction evaluation on this dataset 

provide tool developers with a standard for contrast of newly urbanized forecast methods. In addition, to 

produce and evaluate our own prediction methods, we have established an easily extensible web-based 

prediction framework that allows mechanical side-by-side comparisons of forecast methods. 

 

B. Bakker [22] has described the Bayesian move toward in which some of the representation parameter 

are shared (the same for all tasks) and others more insecurely connected through a joint prior allocation 

that can be learned from the data. We seek in this way to combine the best parts of both the statistical 

multilevel approach and the neural network machinery. The standard assumption expressed in both 

approaches is that each task can learn equally well from any other task. In this article we extend the model 

by allowing more differentiation in the similarities between tasks. One such extension is to make the prior 

mean depend on higher-level task characteristics. More unsupervised clustering of tasks is obtained if we 

go from a single Gaussian prior to a mixture of Gaussians. This can be further generalized to a mixture of 

experts architecture with the gates depending on task characteristics. 
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A. Agarwal [34] has described the learner to be able to benefit from performing multiple tasks 

simultaneously, we make assumptions of task relatedness by constraining the comparator to use a lesser 

number of best experts than the number of tasks. We show how this communicate obviously to learning 

under supernatural or structural matrix constraint, and propose regularization techniques to enforce the 

constraint. The regularization techniques proposed here are interesting in their own right and multitask 

learning is just one request for the ideas. A theoretical analysis of one such regularizer is performed, and a 

regret bound that shows benefits of this setup is reported. 

IV CONCLUSION 

In this paper, we proposed a collaborative online multitask learning method that is able to take advantage 

of individual and global models to achieve an overall improvement in classification performance for 

jointly learning multiple correlated tasks. We showed that it is able to outperform both the global and 

personal models by coherently integrating them in a unified collaborative learning framework. The 

experimental results demonstrate that our algorithms are both effective and efficient for three real-life 

applications, including online spam email filtering, MHC-I binding prediction, and micro-blog sentiment 

detection task. Our methods assume uniform relations across tasks. However, it is more reasonable to take 

into account the degree of relatedness among tasks. How to incorporate hierarchies and clusters of tasks is 

also worthy of further study. In conclusion, our collaborative online multitask learning method is a 

significant first step towards a more effective online multitask classification approach. 

V REFERENCES 

[1] R. Caruana, “Multitask learning,” Mach. Learn., vol. 28, no. 1, pp. 41–75, Jul. 1997. 

[2] T. Evgeniou, C. A. Micchelli, and M. Pontil, “Learning multiple tasks with kernel methods,” J. Mach. 

Learn. Res., vol. 6, pp. 615–637, Apr. 2005. 

[3] R. Collobert and J. Weston, “A unified architecture for natural language processing: Deep neural 

networks with multitask learning,” in Proc. 25th ICML, Helsinki, Finland, 2008, pp. 160–167. 

[4] C. Widmer, Y. Altun, N. C. Toussaint, and G. Rätsch, “Inferring latent task structure for multi-task 

learning via multiple kernel learning,” BMC Bioinformatics, vol. 11, Suppl. 8, p. S5, Oct. 2010. 

[5] G. Li, S. C. H. Hoi, K. Chang, and R. Jain, “Micro-blogging sentiment detection by collaborative 

online learning,” in IEEE 10th ICDM, Sydney, NSW, Australia, 2010, pp. 893–898. 

[6] G. Li, K. Chang, S. C. H. Hoi, W. Liu, and R. Jain, “Collaborative online learning of user generated 

content,” in Proc. 20th ACM Int. CIKM, 2011, pp. 285–290. 

[7] N. Cesa-Bianchi, A. Conconi, and C. Gentile, “On the generalization ability of on-line learning 

algorithms,” IEEE Trans. Inform. Theory, vol. 50, no. 9, pp. 2050–2057, Sept. 2004. 

[8] K. Crammer, O. Dekel, J. Keshet, S. Shalev-Shwartz, and Y. Singer, “Online passive-aggressive 

algorithms,” J. Mach. Learn. Res., vol. 7, pp. 551–585, Mar. 2006. 



                                                                                                                                        ISSN (ONLINE): 2395-695X 
ISSN (PRINT): 2395-695X 

       International Journal of Advanced Research in Biology, Engineering, Science and Technology (IJARBEST) 
       Vol. 2, Issue 7, July 2016 

13 

K. VINOTHINI et al.                                                                                                                ©IJARBEST PUBLICATIONS 

 

 

[9] K. Crammer and Y. Singer, “Ultraconservative online algorithms for multiclass problems,” J. Mach. 

Learn. Res., vol. 3, pp. 951–991, Jan. 2003. 

[10] F. Rosenblatt, “The perceptron: A probabilistic model for information storage and organization in the 

brain,” Psychol. Rev., vol. 65, no. 6, pp. 386–408, 1958. 

[11] L. Yang, R. Jin, and J. Ye, “Online learning by ellipsoid method,” in Proc. 26th Annu. ICML, 

Montreal, QC, Canada, 2009, p. 145. 

[12] P. Zhao, S. C. H. Hoi, and R. Jin, “DUOL: A double updating approach for online learning,” in NIPS, 

2009, pp. 2259–2267. 

[13] C. Gentile, “A new approximate maximal margin classification algorithm,” J. Mach. Learn. Res., 

vol. 2, pp. 213–242, Dec. 2001. 

[14] Y. Li and P. M. Long, “The relaxed online maximum margin algorithm,” in NIPS, 1999, pp. 

498–504. 

[15] N. Cesa-Bianchi, A. Conconi, and C. Gentile, “A second-order perceptron algorithm,” SIAM J. 

Comput., vol. 34, no. 3, pp. 640–668, Jul. 2005. 

[16] M. Dredze, K. Crammer, and F. Pereira, “Confidence-weighted linear classification,” in Proc. 25th 

ICML, Helsinki, Finland, 2008, pp. 264–271. 

[17] K. Crammer, M. Dredze, and F. Pereira, “Exact convex confidenceweighted learning,” in NIPS, Dec. 

2008, pp. 345–352. 

[18] K. Crammer, M. Dredze, and A. Kulesza, “Multi-class confidence weighted algorithms,” in Proc. 

2009 Conf. EMNLP, pp. 496–504. 

[19] K. Crammer, A. Kulesza, and M. Dredze, “Adaptive regularization of weight vectors,” in NIPS, 

2009, pp. 414–422. 

[20] T. T. Nguyen, K. Chang, and S. C. Hui, “Distribution-aware online classifiers,” in IJCAI, 2011, pp. 

1427–1432. 

[21] A. Argyriou, T. Evgeniou, and M. Pontil, “Multi-task feature learning,” in NIPS, 2006, pp. 41–48. 

[22] B. Bakker, “Task clustering and gating for Bayesian multitask learning,” J. Mach. Learn. Res., vol. 4, 

pp. 83–99, Jan. 2003. 

[23] S. Ben-David and R. Schuller, “Exploiting task relatedness for mulitple task learning,” in 16th Annu. 

COLT, Washington, DC, USA, 2003, pp. 567–580. 

[24] E. V. Bonilla, K. M. Chai, and C. K. I. Williams, “Multi-task Gaussian process prediction,” in NIPS, 

Dec. 2007. 

[25] D. Sheldon, “Graphical multi-task learning,” in NIPS’08 Workshop Structured Input Structured 

Output, 2008. 



                                                                                                                                        ISSN (ONLINE): 2395-695X 
ISSN (PRINT): 2395-695X 

       International Journal of Advanced Research in Biology, Engineering, Science and Technology (IJARBEST) 
       Vol. 2, Issue 7, July 2016 

14 

K. VINOTHINI et al.                                                                                                                ©IJARBEST PUBLICATIONS 

 

 

[26] R. K. Ando and T. Zhang, “A framework for learning predictive structures from multiple tasks and 

unlabeled data,” J. Mach. Learn. Res., vol. 6, pp. 1817–1853, Nov. 2005. 

[27] O. Chapelle, P. K. Shivaswamy, S. Vadrevu, K. Q. Weinberger, Y. Zhang, and B. L. Tseng, 

“Multi-task learning for boosting with application to web search ranking,” in Proc. 16th ACM SIGKDD 

Int. Conf. KDD, Washington, DC, USA, 2010, pp. 1189–1198. 

[28] Z. Kang, K. Grauman, and F. Sha, “Learning with whom to share in multi-task feature learning,” in 

Proc. 28th ICML, Bellevue, WA, USA, 2011. 

[29] A. Argyriou, C. A. Micchelli, M. Pontil, and Y. Ying, “A spectral regularization framework for 

multitask structure learning,” in NIPS, 2008, pp. 25–32. 

[30] L. Jacob, F. Bach, and J. Vert, “Clustered multi-task learning,” in NIPS, 2009, pp. 745–752. eScience 

with Social Networks (eSoN 13), 2013. 


